
Homework based on Chapter 17, 19
Computational Probability and Statistics

CIS 2033, Section 002

Due: 9:00 AM, Friday, April 17, 2015

17.4

a. Let the random variable X denote the number of hits and X ∼ Pois(µ). Then E[X] = µ.

µ =
0 × 229 + 1 × 211 + 2 × 93 + 3 × 35 + 4 × 7 + 5 × 0 + 6 × 0 + 7 × 1

576

=
537

576
= 0.9323

b. We compute the frequency by using freq(k) = #squaresinkhits
#totalsquares:576 and compute the probability

by using P (X = k) = µk

k! e
−µ, for k = 0, 1, . . . , 7 where µ = 0.9323,
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# hits 0 1 2 3 4 5 6 7
# squares 229 211 93 35 7 0 0 1

freq = #squares
#totalsquares:576 0.3976 0.3663 0.1615 0.0608 0.0122 0 0 0.0017

P (X = k) = µk

k! e
−µ 0.3936 0.3670 0.1711 0.0532 0.0124 0.0023 0.0004 0.0000

17.6
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a. N(µ, σ2), we can

µ =
1

n

∑
i

xi =
1

5732
228377.2 = 39.8425

σ =

√
1

n− 1

∑
i

(xi − µ)
2

=

√
1

n− 1

∑
i

(x2i + µ2 − 2µxi)

=

√
1

n− 1

∑
i

x2i +
∑
i

µ2 −
∑
i

2µxi

=

√
1

n− 1

∑
i

x2i + nµ2 − 2µ
∑
i

xi

=

√
1

5732 − 1
9124064 + 5732(39.8425)2 − 2(39.8425)228377.2

= 2.0863

b. Given X ∼ N(µ, sigma2), where µ = 39.8425, σ2 = 4.3526, let Z = X−µ
σ , and Z is a

standard norm distribution such that Z ∼ N(0, 1). We have to compute
P (38.5 < X < 42.5) = P (X < 42.5) − P (X < 38.5)

= P (Z <
42.5 − µ

σ
) − P (Z <

38.5 − µ

σ
)

= Φ(
42.5 − µ

σ
) − Φ(

38.5 − µ

σ
)

= Φ(1.2738) − Φ(−0.6435)

= 0.8980 − 0.2611

= 0.6369

Note that Φ(1.2738) = P (Z ≤ 1.2738) = 1 − p̂, where p̂ is the value obtained from the lookup
table; Φ(−0.6435) = P (Z ≤ −0.6435) = P (Z ≥ 0.6435) = p̃ where p̃ is the valued obtained
from the lookup table.

19.2 Suppose the random variables X1, X2, . . . , Xn have the same expectation µ.

a. Is S = 1
2X1 + 1

3X2 + 1
6X3 an unbiased estimator for µ ?

b. Under what conditions on constants a1, a2, . . . , an is T = a1X1+a2X2+. . . anXn an unbiased
estimator for µ ?

For a), E[S] = E[ 12X1 + 1
3X2 + 1

6X3] = 1
2E[X1] + 1

3E[X2] + 1
6E[X3] = 1

2µ + 1
3µ + 1

6µ = µ.
So, S is unbiased estimator for µ.

For b), T is an unbiased estimator for µ, then E[T ] = µ. Then, E[T ] = E[a1X1 +
a2X2 + . . . anXn] = a1E[X1] + a2E[X2] + . . . + anE[Xn] = a1µ + a2µ + ldots + anµ +
(a1 + a2 + . . .+ an)µ = µ, then a1 + a2 + . . .+ an = 1.

19.5 Suppose a dataset is modeled as a realization of a random sample X1, X2, . . . , Xn from an
Exp(λ) distribution, where λ > 0 is unknown. Let µ denote the corresponding expectation and let
Mn denote the minimum of X1, X2, . . . , Xn. Recall that Mn has an Exp(nλ) distribution. Find
out for which constant c the estimator T = cMn is an unbiased estimator for µ.

We know that E[Mn] = 1
nλ since Mn ∼ Exp(nλ).

Then E[T ] = E[cMn] = cE[Mn] = c
nλ . Let T be an unbiased estimator for µ, then E[T ] = µ,

then c
nλ = µ, then c = nλµ. Moreover, from the question, we know that µ is the expectation of a

Exp(λ), then µ = 1
λ . Then, c = n.

3



19.7

a. Check that both T1 and T2 are unbiased estimator for θ.

b. Compute the value of both estimators for θ.

For a), E[T1] = E[ 4nN1 − 2] = 4
nE[N1] − 2 = 4

nnp1 − 2 = 4
nn

1
4 (θ + 2) − 2 = θ + 2 − 2 = θ.

So, T1 is an unbiased estimator for θ.

E[T2] = E[ 4nN2] = 4
nE[N2] = 4

nnp2 = 4
nn

1
4θ = θ. So, T2 is an unbiased estimator for θ.

b), n = 3839, n1 = 1997, n2 = 32, E[N1] = 1997, E[N2] = 32, E[T1] = 4
nE[N1] − 2 =

4
38391997 − 2 = 0.0808.
E[T2] = 4

nE[N2] = 4
383932 = 0.0333.
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